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ABSTRACT
Online services strive to maintain application responsive-

ness even when the traffic is unpredictable and fluctuating.

Today’s online services are commonly deployed as graphs of

microservices, each microservice packaged as one or more

containers inside a virtual machines (VMs). While perfor-

mant and affordable when the load is steady, VM-based de-

ployments are known to be slow to scale when the load

spikes, resulting in degraded performance for end-users of

the service. To avoid such performance degradations, service

providers can over-provision their deployments; however,

such a strategy is costly and inefficient, leaving resources

heavily under-utilized for extended periods of time.

To address this challenge, we propose Hydra, a hybrid

architecture that combines microservices with serverless

computing. Hydra utilizes VMs to handle steady workloads

cost-effectively and leverages serverless elasticity to absorb

traffic spikes. When compared to an all-VM deployment with

Kubernetes auto-scaling, Hydra achieves a 62.4% reduction

in peak tail latency with a minimal 2.3% increase in cost.

1 INTRODUCTION
Today’s online services are complex, tiered applications com-

posed of multiple functionalities that must deliver a cost-

effective and seamless end-user experience on a tight latency

budget. Examples of such services include social networks,

online stores and media portals. Due to the need for high

scalability, availability and developer productivity, online

services are typically developed and deployed as microser-
vices – a collection of lightweight independent services that

communicate via RPC.

Prior works have shown that it is common for online ser-

vices to experience load fluctuation, both at regular intervals

(e.g., higher load during a day and lower load at night-time)

as well as less-predictable episodic spikes [27, 28, 5]. The lat-

ter may arise due to a major news event, an online flash sale,

or the release of a suddenly popular digital media item. Regu-

lar load fluctuations are straight-forward to accommodate by

provisioning capacity for the expected load ahead of time. In

contrast, irregular changes in load may present a challenge,

particularly if they are sudden and if the amplitude of the

spike is large.

Maintaining a highly responsive service in the face of a

load spike is a well-known challenge [35, 27, 1]. First, a spike

must be detected and confirmed to be non-transient, and

then additional resources must be provisioned and brought

online before traffic can be redirected to them. In practice,

these steps may take minutes or even tens of minutes. For

instance, Unity [41], a service provider that hosts several

e-stores that sometimes feature flash sales, has an online

forum where users frequently complain about their inability

to access a given store whenever a flash sale is in progress. In

one such discussion thread, titled "Store Server Overloaded

Resulting in Missed Flash Sales Purchases", a user writes: "In

12 minutes since the sale started the page has only pulled up

once." [37].

To avoid the slow scale-out problem, services can be over-

provisioned by deploying more instances than required for a

given load level. However, our analysis of a week-long trace

from Twitter [5] shows that the load spikes by over 2x on

several occasions during the week. Having enough stand-by

capacity to absorb such spikes would be prohibitively expen-

sive, since the extra resources would have to be deployed

and paid for continuously, even when they are not needed.

In theory, the bulk of an online service can be deployed

using serverless, which is known to be highly scalable both

in terms of time to launch an instance (typically just seconds

or less) and the number of concurrent instances (hundreds

or even thousands)
1
. In practice, though, the cost of run-

ning even a moderately popular online service on serverless

1
Only services that are inherently stateless can be ported to serverless.

Fortunately, these comprise the bulk of existing online services based on

our analysis of DeathStartBench workloads [18].
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would be prohibitive. Our calculations show that a represen-

tative hour-long steady-load fragment of the Twitter trace

would cost 3.6x more to serve using serverless than VM-

based microservices.

In this work, we observe that online services are best

served by microservices when the load is steady or pre-

dictable, thus providing good performance in a cost-effective

manner. However, we argue that effectively tolerating load

spikes is fundamentally challenging in existing microservice

architectures due to an inherent cost-performance trade-off.

Overprovisioning resources to handle the worst-case load is

costly, while provisioning new resources on the fly to handle

a spike incurs a high latency overhead.

In response, we propose Hydra, a hybrid architecture com-

bining microservices and serverless. Under normal load, Hy-

dra runs online applications using microservices, exactly

the same as it is done in today’s deployments. When the

load spikes, Hydra engages a serverless component, rapidly

shifting as much load as necessary to absorb the spike while

new microservice instances are launched in the background.

Once new microservice instances are available, the load is

shifted onto them. Our results show that Hydra achieves

the best of both serverless and microservice designs – high

scalability, responsiveness and cost-efficiency.

2 MOTIVATION
2.1 Modern Online Services
Modern online services, extensively utilized by users, have

evolved into complex systems. Given their interaction with

users, they encounter varied and unpredictable usage pat-

terns [5]. Nevertheless, meeting Service Level Objectives

(SLO) and adhering to latency constraints is crucial, as any

deviation significantly compromises the user experience [25].

To address these challenges, large service providers such as

Airbnb, Netflix, LinkedIn, Uber, and Twitter have adopted a

distributed microservice architecture [14, 38, 34, 40, 21].

In the microservices architecture, an application is com-

posed of small, loosely coupled components , each responsi-

ble for handling specific isolated functions. These microser-

vices are deployed as containers in virtual machines (VMs),

allowing each component to scale independently. As a design

principle, microservices are typically intended to be stateless

in nature [22, 18], facilitating greater scalability.

2.2 Varying Load Patterns
The load, or request arrival rate, of a service can exhibit

significant variability, influenced by factors such as the time

of day, day of the week, or season [5]. This is evident in

several online services, as demonstrated by Twitter, a social

networking platform facing higher loads during the day and

Figure 1: The load trace of Twitter over a week’s times-
pan. The highlighted section represents a few hours
from a specific day.

lower loads at night, or a shopping website encountering

increased demand during the holiday season.

Figure 1 illustrates the load pattern of Twitter [5] over

a week-long period. We observe a mostly consistent traffic

pattern characterized by predictable periodic trends with

minor fluctuations based on the time of day. However, the

figure also shows multiple instances of load spiking at vari-

ous points in the week without a clear periodic trend. The

zoomed-in portion of Figure 1 shows one such spike, starting

from 07:10 when the load suddenly increases from just under

4000 requests/min to 8000 requests/min – a doubling in load.

This emphasizes that microservice systems must be capable

of gracefully handling unexpected spikes without compro-

mising service quality. The pivotal question is: Can existing

microservice deployments and their autoscaling mechanisms

effectively contend with such load spikes?

2.3 Microservice Deployment Strategies
and Autoscaling

Microservices are commonly deployed as containers on top

of a cluster of virtual machines (VMs) with the help of con-

tainer orchestration platforms such as Kubernetes (K8s). [32,

2, 30]. Kubernetes streamlines the management of microser-

vices by offering features like automated deployment, scal-

ing, and monitoring. In the Kubernetes framework, the fun-

damental unit of deployment and scaling is a pod, which
typically comprises a primary container and, if necessary,

additional helper containers. One or more pods are deployed

within a single VM on a physical node.

At the initial scaling level, operations are conducted at the

pod granularity, and the Horizontal Pod Autoscaler (HPA)

plays a pivotal role in this process. In the scaling-out process,

2
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Figure 2: Impact of a sudden spike in load on a
microservices-based application.

the HPA orchestrates the creation of new pods within a run-

ning VM based on observed metrics, such as CPU utilization

or metrics like requests per second (RPS).

In scenarios where the existing cluster of VMs lacks the

necessary capacity to accommodate new pods, the Cluster

Autoscaler (CA) serves as the second level of autoscaling.

The CA dynamically provisions new VMs and seamlessly

integrates them into the cluster, thereby enabling HPA to

place additional pods inside the newly-created VMs.

Problematically, cluster scaling operations are not without

their limitations. For instance, HPA incurs a detection lag,

which is 15 seconds by default and cannot be further reduced

in current production Kubernetes clusters, such as Amazon

Elastic Kubernetes Service (EKS) [6] and Google Kubernetes

Engine (GKE) [19].

On top of the extra latency for detection, initiating new

pods usually requires multiple seconds, while provisioning

new VMs can extend to minutes [4]. In short, in case of

a major load spike, when existing VMs are not sufficient

to absorb the load, new VMs must be provisioned and the

autoscaling process can take minutes to complete, during

which time, the service quality will inevitably suffer.

2.4 Microservices Meet Load Spikes
Handling sudden load spikes poses a significant challenge

for current microservice autoscaling systems. The difficulty

lies in the time it takes for the autoscaler to recognize that

a bona-fide spike is in progress (detection lag) and the sub-

sequent time needed to scale-out instances (reaction lag).
The combined detection and reaction lag can lead significant

request queuing within existing instances, adversely affect-

ing system performance and user experience. In essence,

autoscalers struggle to swiftly adapt to sharp spikes in work-

load, resulting in performance bottlenecks and delays during

periods of higher demand.

We now evaluate the impact of the load spikes on the

end-to-end latency, defined as the total time taken from the

moment a client’s request is sent to when the response is

received. This evaluation is conducted by replaying a one-

hour-long load trace from the day highlighted in Figure 1

on an application deployed on Kubernetes in an AWS EKS

cluster. The application comprises two microservices in a se-

quential chain. The initial service handles client requests, sub-

sequently invoking the second service. Once responses are

obtained from the second service, the first service forwards

them back to the client. Our infrastructure integrates both

Horizontal Pod Autoscaler (HPA) and Cluster Autoscaler

(CA), representing state-of-the-art production-grade auto-

scaling. Section 5 provides detailed information on the pa-

rameters used in this study.

In the portion of the trace outside of the spike (i.e., before

7:10 and after 7:14), we observe minimal load fluctuation,

resulting in consistently low and stable latency. Starting from

07:11, there is a notable surge in the arrival rate of requests,

causing a significant rise in response time. As shown in

Figure 2, the average latency increases by 14x and the tail

latency by 8.3x.

As discussed earlier, slow scaling can overload the system,

resulting in high latency for end-users and violations of

Service Level Agreements (SLAs). In attempts to address this

issue, service providers often over-provision clusters.[10]

The load spike, illustrated in Figure 1, is identified as being

twice the regular load. Therefore, even with a marginal over-

provisioning strategy aimed at handling a 2x spike, there is

a potential for a 66% increase in costs during an hour long

period from the Twitter trace (6:40 - 7:40), as illustrated in

Figure 7. Such over-provisioning contributes to low resource

efficiency and elevated costs [42].

2.5 Serverless to the Rescue?
While traditional microservices architectures struggle with

handling sudden spikes in load, serverless computing offers a

promising alternative for tackling this challenge. Within the

serverless model, the application’s functionality is divided

into event-driven tasks, which are lightweight and stateless,

referred to as functions. Being lightweight and stateless al-

lows near-instantaneous scaling of these functions from zero

to thousands of active instances [24] on the order of seconds,

compared to the minutes it takes to launch VM instances.

The fact that many services within a typical microservice

framework are stateless by design, presents an opportunity

to deploy them as serverless functions without the need to

rewrite the application. Major cloud service providers, in-

cluding AWS Lambda [36], GCF [12], and Azure Functions

[9], offer support for serverless deployments. In addition to

rapid scaling and fast instance launch, serverless computing

3
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Figure 3: Impact of a sudden spike in load on a
serverless-function based application.

also features a pay-as-you-go model that eliminates costs for

idle resources. It’s seamless scalability position serverless

computing as a compelling solution for applications with

highly variable load patterns.

We study the effect of the load spike highlighted in Fig-

ure 1 on the simple two-service benchmark described in 2.4

deployed using serverless functions. Results of the study are

shown in Figure 3. Unlike the microservice scenario depicted

in Figure 2, where the load spike resulted in a significant in-

crease in tail and average latency (8.3x and 14x respectively),

the serverless functions show only a slight uptick in both

average and tail as low as 1.9x. This result highlights the

resilience of serverless functions in reacting to sudden spikes

in load.

Serverless functions may not be optimal for scenarios in-

volving foreseeable and steady loads due to their higher cost

compared to provisioning resources in advance[13, 23]. For

instance, the estimated cost of running a single service from

our toy application for an hour-long steady-load segment

of the Twitter trace (from 05:10 to 06:10) is 3.6x higher on

serverless as compared to running on VMs. The calculation

is based on AWS Lambda and AWS EC2 pricing [7, 8], where

serverless function memory is configured to match the vC-

PUs of the VM instance. [31]. The higher cost of running on

serverless is because serverless functions are charged based

on the number of requests and the time taken to execute

each request. Hence, for a predictable and consistent load, it

is more economical to use dedicated VMs. In contrast, server-

less best accommodates sporadic workloads that can scale

up and down based on demand [13].

3 DESIGN
We use two insights to address the limitations of existing

scalable deployment approaches. First, we capitalize on the

elasticity and ultra-fast startup time of serverless functions

to efficiently manage load spikes. Second, we harness the

cost-effective nature of virtual machines to handle steady

workloads reliably. Leveraging both insights, we introduce

Hydra, a hybrid system that strategically combines VMs and

serverless functions to provide predictable performance and

cost efficiency when the load is stable, with rapid scaling

when a load spikes.

3.1 System in Action
Figure 4 provides a high-level depiction of Hydra in action.

Incoming service requests, under typical load, are directed

to existing pods in VMs by the load balancer (step 1). The

Hydra controller detects load spikes by monitoring RPS and

CPUmetrics (step 2). Upon identifying a spike, theHydra con-

troller instructs the load balancer to shift a fraction of the

traffic to serverless functions (step 3). Consequently, the load

balancer routes the excess traffic portion to serverless func-

tions, alleviating the load on VMs (step 4). Simultaneously,

CA brings up new VMs to accommodate the increased load.

Once the new VMs are operational, the Hydra controller

instructs the load balancer to shift all the traffic back to the

VMs (step 5).

Next, we describe the Hydra Controller, a novel compo-

nent that comprises a monitoring module and is responsible

for executing the entire load balancing logic.

3.2 Hydra Controller
We introduce a lightweight component called the Hydra Con-
troller that runs as an application within the cluster. This

controller is responsible for monitoring CPU and RPSmetrics

and making decisions accordingly. Hydra’s monitoring sys-

tem operates at a fine granularity of 1-second intervals, ensur-

ing close to instantaneous detection of any surge in demand.

The controller is also in charge of distributing the traffic

between VMs and serverless instances whenever serverless

is engaged or disengaged. This controller is fully automated,

operating in the background, continously monitoring the

load and making decisions accordingly.

Hydra employs a weighted load balancing approach[17,

29] to effectively distribute traffic between VMs and server-

less components. Under steady load conditions, traffic is

directed solely towards VM clusters, with serverless clusters

receiving no traffic. In the event of a load spike, Hydra dy-

namically calculates weights in real-time for both VM and

serverless clusters based on observed metrics. During weight

calculation, Hydra ensures that the weight assigned to the

serverless cluster corresponds only to the excess traffic gen-

erated by the load spike. Once the CA has added new VMs

to the cluster and they are operational, the Hydra controller

gradually updates the load balancer weights to redirect traffic

back to the VMs.

Key Takeaway: The Hydra controller, serving as the sole
novel component, runs independently within the K8s cluster.
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Figure 4: Hydra design overview

Hydra controller integrates into current K8s deployments

without necessitating any modifications. Additionally, both

data and control paths remain unaltered for both serverless

and VM implementations.

4 IMPLEMENTATION
We implement Hydra using Knative enabled K8s cluster. Kna-

tive extends K8s to provide a framework for deploying and

managing serverless functions. [20]

Fine-Grained Monitoring: To detect the load spikes,

K8s uses CAdvisor [11] to monitor the CPU usage of each

pod. To enable real-time load spike detection, we extend the

CAdvisor source to collect CPU usage statistics from each

pod every 1 second rather than the older minimum of 15 sec-

onds and trigger the redirection of requests to the serverless

functions. These metrics are consumed by Prometheus [33],

which is a widely used monitoring system and is exposed to

the controller. Prometheus also collects service-level metrics

like RPS and latency and exposes them to the controller. The

Hydra controller uses these metrics to calculate the weights

within the load-balancing algorithm.

Dynamic Load Shifting: For dynamic redirection of re-

quests, we use Istio [39]. Istio is a service mesh that offers a

way to control how microservices interact with each other

without changing the microservices themselves. Istio sup-

ports dynamic redirection by injecting a sidecar container

named Envoy proxy[16], alongside each microservice and

configuring those proxies to control and track network traffic

between services. Outgoing requests from a microservice are

intercepted by the Envoy proxy and redirected to the appro-

priate destination. Each service has 2 possible destinations:

the containerized version of the service and the serverless

version of the service. The ratio of requests sent to each des-

tination is determined by the load-balancing logic described

under Section 3.2.

5 EXPERIMENTAL METHODOLOGY
To evaluate cost and performance trade-offs, we compare

Hydra against a baseline using the following experiment

setup.

Benchmarks: We create a custom benchmark consisting

of 2 microservices Caller and Callee. Upon receiving a re-

quest, the Load Balancer invokes the Caller service. The

Caller service then invokes Callee service and waits for

the response. Once the response from Callee is received,

Caller returns too. The Callee service is a CPU-intensive ser-

vice written in C++ that performs floating-point operations.

The Caller service written in golang just acts as a proxy to in-
voke Callee service. Both the services are stateless and hence

can be deployed as either Knative services or K8s services.

Configurations:We compare Hydra against the K8s de-

fault baseline (Baseline), that utilizes an EKS cluster with

default parameters for HPA and CA. The HPA is configured

to trigger scaling when the average CPU utilization reaches

a threshold of 50% [28]. Additionally, the average Requests

Per Second (RPS) threshold is configured to correspond to

the RPS at 50% CPU utilization. The HPA has a default met-

rics polling interval of 15 seconds (–horizontal-pod-autoscaler-
sync-period), while the CA checks the need for new VMs at

intervals of 10 seconds(-scan-interval).
Cluster: The K8s cluster is deployed using Amazon EKS

[3] and the nodes are EC2 instances. The nodes are of type

t3.xlarge with 4 vCPU cores and 16 GB of RAM. The cost of

the cluster is 0.1670 USD per hour per VM [8]. For Knative de-

ployments, dedicated VMs are allocated within the same K8s

cluster. Since the cold start times of the production server-

less offerings like AWS Lambda, Azure Functions, is 10 times

lower than that of Knative [15], we keep Knative functions

warm to replicate the production serverless offerings.

Load trace:We use the Twitter trace [5] to generate the

load. Since, the original trace is sampled, we scale up the

trace by 7x for our evaluation to generate sufficient load to

trigger CA-level auto-scaling. We use locust [26] to generate

the load. Locust is deployed in a VM with 4 vCPU cores and

16 GB of RAM in the same AWS region as the cluster.

Cost Estimate: For the serverless costs, we calculate the
total run-time of the Knative functions and use the AWS cost

calculator [7] to estimate the cost for AWS Lambda functions

with the same memory and CPU configuration for a similar

execution time. For example, if a Knative function runs for 1

second with 128 MB of memory and has 1000 invocations,

we estimate the cost of the AWS Lambda function with 128

MB of memory for 1000 seconds.

5
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Figure 5: Average end-to-end latency comparison

Figure 6: Tail end-to-end latency comparison (95th per-
centile)

6 EVALUATION
6.1 Performance
We first evaluate Hydra’s ability to compensate for increased

tail latencies due to sudden load spikes. We compare the

average and tail (95%) latencies of Hydra against the baseline.

Results are depicted in Figures 5 and 6. Before a spike in the

trace (before 7:10), the baseline and Hydra exhibit similar

latencies.

In comparison to the Kubernetes default baseline, Hydra

showcases substantial latency improvements, reducing peak

tail latency by 62.4% and peak average latency by 78.5%.

Additionally, it is noteworthy that Hydra quickly absorbs

the load spike, with the latency spike beginning to decrease

in less than 30 seconds. In contrast, the baseline takes around

2 minutes to absorb the load. This indicates that Hydra can

quickly absorb load spikes with minimal performance im-

pact.

6.2 Cost
Next, we compare the cost of Hydra against the baseline

and another configuration—an over-provisioned VM-based

cluster (over-provisioned). The over-provisioned cluster is

configured to absorb the peak load in the studied trace with

Figure 7: Cost comparison

an average CPU utilization of 50% or less. As the observed

peak load is approximately double the stable load, the over-

provisioned configuration has twice the resources of the

baseline cluster.

We illustrate the cost comparison in Figure 7. Throughout

an hour-long trace, the baseline incurs a cost of $1.71, the

over-provisioned configuration costs $2.84, and Hydra has a

cost of $1.75 in total. The cost of Hydra is 2.3% higher than

the baseline and 38.3% lower than the over-provisioned con-

figuration. This indicates that Hydra can effectively absorb

load spikes with minimal cost impact.

7 CONCLUSION
Dealing with sudden spikes in load poses a considerable

challenge for existing VM-based microservices due to the

time required to bring up additional resources. While server-

less functions with ultra-fast startup times offer a promising

solution, the high cost of a serverless-only approach hin-

ders widespread adoption. To address this issue, we propose

Hydra, a hybrid architecture that seamlessly combines mi-

croservices with serverless computing to improve scalability

and load resilience. Our evaluation shows that Hydra sig-

nificantly reduces peak tail latency by 62.4% compared to

the default Kubernetes baseline, with only a minimal 2.3%

increase in cost. This highlights Hydra’s effectiveness in pro-

viding a streamlined solution for achieving load resilience

cost-efficiently within modern online service architectures.
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